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# **Purpose**

We are conducting a **multiple linear regression** from the Real Estate Sales (APPENC07) dataset to analyze the relationship of the given features, ***bedrooms***, ***bathrooms***, and ***garage size***, with the outcome variable, ***house sales price*** in a midwestern city.

# **Our Data**

## Background on Dataset & Variables

Our dataset is comprised of *522 total transactions* from home sales during the year 2002.

|  |  |  |  |
| --- | --- | --- | --- |
| Response Variable (Y) | Explanatory Variable 1 () | Explanatory Variable 2 () | Explanatory Variable 3 () |
| “house\_price” | “beds” | “baths” | “garage\_size” |
| sales price of residence (in dollars) | Number of bedrooms | Number of bathrooms | Number of cars the garage can hold |

#Setting up our work environment  
setwd("C:/Users/RUMIL/Desktop/APU/STAT 511 - Millie Mao (Applied Regression Analysis)/Project 2")  
library(nortest)  
library(olsrr)  
library(car)  
library(lmtest)  
library(MASS)  
library(tidyverse)  
library(ggcorrplot)  
#Loading in the text data  
raw\_data = read.table(file = "APPENC07.txt", header = FALSE, sep = "")  
  
#Converting into tibble data frame for easier data analysis  
house\_data <- as\_tibble(raw\_data)

#Defining and renaming our Explanatory(X) and Response(Y) variables  
house\_data <- house\_data %>% select(house\_price = V2,  
 beds = V4,  
 baths = V5,  
 garage\_size = V7)  
  
#Setting explanatory and response variables  
house\_price <- house\_data %>% select(house\_price) #Y  
beds <- house\_data %>% select(beds) #X1  
baths <- house\_data %>% select(baths) #X2  
garage\_size <- house\_data %>% select(garage\_size) #X3

# Part 1 - Model Estimation and Interpretation

## 1a. Fitting a regression model estimating sales price using beds, baths, and garage size as predicting variables

#Using the lm function to fit a multiple regression model  
house\_lm <- lm(house\_price ~ beds + baths + garage\_size, data = house\_data)  
  
#Regression summary  
summary(house\_lm)

##   
## Call:  
## lm(formula = house\_price ~ beds + baths + garage\_size, data = house\_data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -249973 -55441 -16444 33862 423872   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -45886.3 17261.6 -2.658 0.0081 \*\*   
## beds 935.4 4966.4 0.188 0.8507   
## baths 67818.9 5150.4 13.168 <2e-16 \*\*\*  
## garage\_size 67332.3 7176.3 9.383 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 93300 on 518 degrees of freedom  
## Multiple R-squared: 0.5451, Adjusted R-squared: 0.5424   
## F-statistic: 206.9 on 3 and 518 DF, p-value: < 2.2e-16

## 1b. Interpretation of Coefficients

### Intercept & Partial Slopes

From summarizing our multiple linear regression model we can see:

|  |  |  |  |
| --- | --- | --- | --- |
| **Intercept** | Bedrooms | Bathrooms | Garage Size |
|  |  |  |  |
| -45886.3 | 935.4 | 67818.9 | 67332.3 |

and the estimated regression equation to be:

The partial slopes in our summary indicate that when any one of the partial slopes **Increase by 1 unit** and other explanatory variables held constant and unchanged we can expect:

* While holding our other explanatory variables Bathrooms and Garage Size constant and unchanged, when **Bedrooms** increase by 1 unit, we can expect our **house sales price** to increase by **roughly $935.4**.
* While holding our other explanatory variables Bedrooms and Garage Size constant and unchanged, when **Bathrooms** increases by 1 unit, we can expect our **house sales price** to increase by **roughly $67,818.9.**
* While holding our other explanatory variables Bedrooms and Bathrooms constant and unchanged, when **Garage size** increases by 1 unit, we can expect our **house sales price** to increase by **roughly $67,332.3**.

## 1c. Interpretation of Adjusted R-Squared = 0.54

A adjusted R squared value, similar to the R square value, tells us how much of the variability in our model is explained by our predictor variables, while also penalizing redundant or otherwise useless predictor variables helping us to resist urges of adding too many variables into our model.

In this case our adjusted $R^2$ of 0.54 tells us that about 54% of the variation in our response variable is explained by our 3 explanatory variables.

# Part 2 - Prediction

## 2a. Predicting the house sales price for a house with 3 bedrooms, 3 bathrooms, and a 2-car garage

#We create an artifical observation where a given house has  
#3 Bedrooms, 3 Bathrooms, and a 2 car garage  
new\_house\_data <- data.frame(beds = 3, baths = 3, garage\_size = 2)

## 2b. Calculating the 95% confidence interval

#confidence interval  
ci\_house <- predict(house\_lm, new\_house\_data, interval = "confidence", level = 0.95)  
ci\_house

## fit lwr upr  
## 1 295041.2 284025.7 306056.6

### Interpretation

This 95% confidence interval, when Bedrooms = 3, Bathrooms = 3, and Garage Size = 2, is from **74.84094 to 79.70906.**

When Bedrooms = 3, Bathrooms = 3, and Garage Size = 2, with 95% confidence we can expect our confidence interval to capture the average of house sales prices (response variable).

## 2c. Calculating the 95% prediction interval

#prediction interval  
pi\_house <- predict(house\_lm, new\_house\_data, interval = "prediction", level = 0.95)  
pi\_house

## fit lwr upr  
## 1 295041.2 111422.3 478660

### Interpretation

From the results we can predict with 95% confidence that when their are 3 bedrooms, 3 bathrooms, and a garage that can hold 2 cars, the predicted house sales price will fall somewhere between **111,422 to 478,660 dollars.**

# Part 3 - Hypothesis Testing

## 3a. Checking the significance for each individual partial slope (independent variable)

### Using a significance level of

**Null Hypothesis**: : (slopes are showing no change), **is not** linearly associated with Y, therefore the partial slope **is not significant.**

**Alternative Hypothesis**: : (slopes are showing change), **is** linearly associated with Y, therefore the partial slope **is significant.**

Table Representation of Hypothesis Testing

|  |  |  |
| --- | --- | --- |
| Bedrooms () | Bathrooms () | Garage Size () |
| 0.8507 **>** | <2e-16 **<** | <2e-16 **<** |
| Fail to reject | Reject | Reject |
| Not Significant | Significant | Significant |
|  |  |  |

**Bedroom variable:**

The p-value of Bedroom is 0.8507 and is greater than our (accepted error) of 0.05, so we **fail to reject** our NULL hypothesis and must conclude with our NULL hypothesis. Stating that our partial slope, **Bedrooms**, does not show overall significance in our model.

**Bathroom & Garage Size variables:**

On the other hand because the p-value of Bathroom and Garage size are both <2e-16 and are incredibly smaller than our (accepted error) of 0.05, so we **reject** our NULL hypothesis and conclude with our alternative hypothesis. Our alternative hypothesis states that our partial slopes, **Bathroom and Garage Size**, shows overall significance in our model.

## 3b. Conducting an F-test to check overall model significance

### Using a significance level of

**Null Hypothesis**: : (**No** partial slopes are significant). Shows no change, therefore **does not** show overall model significance.

**Alternative Hypothesis**: : (**At least one** partial slope is significant). Shows change, therefore **showing** overall model significance

#We can use the qt() to find our critical value and compare with our t-value (test statistic)  
# We use 0.95 Because of our 95% confidence interval and 518 for our degrees of freedom  
qt(0.975, 518)

## [1] 1.964554

#Checking for our f-value   
anova(house\_lm)

## Analysis of Variance Table  
##   
## Response: house\_price  
## Df Sum Sq Mean Sq F value Pr(>F)   
## beds 1 1.6931e+12 1.6931e+12 194.515 < 2.2e-16 \*\*\*  
## baths 1 2.9426e+12 2.9426e+12 338.057 < 2.2e-16 \*\*\*  
## garage\_size 1 7.6627e+11 7.6627e+11 88.032 < 2.2e-16 \*\*\*  
## Residuals 518 4.5089e+12 8.7044e+09   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Table Representation of F-test Hypothesis Testing

|  |  |  |  |
| --- | --- | --- | --- |
| Test Statistic Type & Result | Bedrooms () | Bathrooms () | Garage Size () |
| F-value | 194.515 > 1.96 | 338.057 > 1.96 | 88.032 > 1.96 |
| P-value | 2.2e-16 < 0.05 | 2.2e-16 < 0.05 | 2.2e-16 < 0.05 |
| Result | Significant | Significant | Significant |

Our p-value of < 2.2e-16 being less than our alpha and our F values being larger then our critical value tells us we can **reject** our NULL hypothesis and conclude with our alternative hypothesis, that **at least one** of our predictor variables **shows** overall model significance.

## 3c. Conducting Partial F tests

### Which variable is actually contributing?

Conducting partial F tests is important to see if the number of bathrooms (X2) and garage size(X3) are **jointly significant.**

### Using a significance level of 0.05

**Null Hypothesis**: : ***There is no*** change when adding certain predictors to the significance of our model

**Alternative Hypothesis**: : ***There is*** change when adding certain predictors towards the significance of our model

#full model  
house\_lm

##   
## Call:  
## lm(formula = house\_price ~ beds + baths + garage\_size, data = house\_data)  
##   
## Coefficients:  
## (Intercept) beds baths garage\_size   
## -45886.3 935.4 67818.9 67332.3

#reduced model without bathrooms and garage size  
bed\_lm <- lm(house\_price ~ beds, data = house\_data)

We now ***compare*** our reduced model with our complete model

anova(bed\_lm, house\_lm)

## Analysis of Variance Table  
##   
## Model 1: house\_price ~ beds  
## Model 2: house\_price ~ beds + baths + garage\_size  
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 520 8.2178e+12   
## 2 518 4.5089e+12 2 3.7089e+12 213.04 < 2.2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Since the p-value is **2.2e-16** is less than our significance level of 0.05 we see that bathroom and garage size are both jointly significant and therefore we can reject the null hypothesis, indicating there is significance in keeping both bathroom and garage size in our model.

In effect, we are concluding that bathroom and garage size are predictors that do contribute information in the prediction of house sales price and therefore should be retained in the model.

# Part 4 - Multicolinearity

### Why bother with multicolinearity?

Having multicolinearity is problematic because by having multiple correlated predictor variables, it becomes harder for our model to attribute significance to our predictor variables. It creates redundant and duplicate information, thereby negatively affecting the results of our regression model.

## 4a. Creating scatterplots and correlation matrices

#Plotting a scatterplot matrix \*\*(why does it look symmterical?)  
scat\_matrix <- c(beds, baths, garage\_size) %>%   
 data.frame() %>%  
 plot()

![](data:image/png;base64,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)

scat\_matrix

## NULL

#Correlation Matrix  
corr\_matrix <- c(beds, baths, garage\_size) %>%   
 data.frame() %>%   
 cor()  
  
corr\_matrix

## beds baths garage\_size  
## beds 1.0000000 0.5834469 0.3168137  
## baths 0.5834469 1.0000000 0.4898981  
## garage\_size 0.3168137 0.4898981 1.0000000

ggcorr\_matrix <- ggcorrplot(corr\_matrix, hc.order = TRUE, type = "lower", lab = TRUE,  
 outline.col = "white",  
 ggtheme = ggplot2::theme\_gray,  
 colors = c("#6D9EC1", "white", "#E46726"))  
  
#Printing both matrices  
scat\_matrix

## NULL

ggcorr\_matrix
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summary(house\_lm)

##   
## Call:  
## lm(formula = house\_price ~ beds + baths + garage\_size, data = house\_data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -249973 -55441 -16444 33862 423872   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -45886.3 17261.6 -2.658 0.0081 \*\*   
## beds 935.4 4966.4 0.188 0.8507   
## baths 67818.9 5150.4 13.168 <2e-16 \*\*\*  
## garage\_size 67332.3 7176.3 9.383 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 93300 on 518 degrees of freedom  
## Multiple R-squared: 0.5451, Adjusted R-squared: 0.5424   
## F-statistic: 206.9 on 3 and 518 DF, p-value: < 2.2e-16

corr\_matrix

## beds baths garage\_size  
## beds 1.0000000 0.5834469 0.3168137  
## baths 0.5834469 1.0000000 0.4898981  
## garage\_size 0.3168137 0.4898981 1.0000000

## 4b. Removing Two Strongly Correlated Variables

A way to combat this is by removing a highly correlated predictor. From the correlation matrix and by looking at our correlation coefficient, we can see moderately positive relationship between bedrooms and bathrooms which might be worth further investigating.

We know there is some kind of multicolinearity issue with bed and baths, I am more interested in beds than baths. So I can remove baths from our model thereby correcting our multicolinearity issue.

#summary of original predictor  
summary(house\_lm)

##   
## Call:  
## lm(formula = house\_price ~ beds + baths + garage\_size, data = house\_data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -249973 -55441 -16444 33862 423872   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -45886.3 17261.6 -2.658 0.0081 \*\*   
## beds 935.4 4966.4 0.188 0.8507   
## baths 67818.9 5150.4 13.168 <2e-16 \*\*\*  
## garage\_size 67332.3 7176.3 9.383 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 93300 on 518 degrees of freedom  
## Multiple R-squared: 0.5451, Adjusted R-squared: 0.5424   
## F-statistic: 206.9 on 3 and 518 DF, p-value: < 2.2e-16

We notice bedrooms is not a significant variable from looking at the p-value, when in fact, the reality is it **should** be significant. Knowing this, we can check to see how well our model performs when removing bathroom since there is a multicolinearity issue.

#removing beds\*\*  
nobeds\_lm <- lm(house\_price ~ baths + garage\_size, data = house\_data)  
summary(nobeds\_lm)

##   
## Call:  
## lm(formula = house\_price ~ baths + garage\_size, data = house\_data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -249830 -55576 -15656 33933 423631   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -44091 14377 -3.067 0.00228 \*\*   
## baths 68321 4402 15.521 < 2e-16 \*\*\*  
## garage\_size 67391 7163 9.409 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 93210 on 519 degrees of freedom  
## Multiple R-squared: 0.545, Adjusted R-squared: 0.5433   
## F-statistic: 310.9 on 2 and 519 DF, p-value: < 2.2e-16

#removing baths  
nobaths\_lm <- lm(house\_price ~ garage\_size + beds, data = house\_data)  
summary(nobaths\_lm)

##   
## Call:  
## lm(formula = house\_price ~ garage\_size + beds, data = house\_data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -352121 -66704 -28488 42621 529386   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -62861 19868 -3.164 0.00165 \*\*   
## garage\_size 104753 7606 13.773 < 2e-16 \*\*\*  
## beds 34804 4904 7.098 4.19e-12 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 107700 on 519 degrees of freedom  
## Multiple R-squared: 0.3928, Adjusted R-squared: 0.3904   
## F-statistic: 167.9 on 2 and 519 DF, p-value: < 2.2e-16

In both cases we can see that by either removing bedroom or bathroom in our model, the predictors still remain significant but more importantly we can now see that bedrooms is in fact a significant predictor when removing the bathroom variable in our model concluding that we have addressed our issue of multicolinearity.